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Abstract—Resource efficiency is critical for 5G and beyond
5G (B5G) mobile networks. Leveraging different Radio Access
Network (RAN) functional splits, baseband functions in 5G
are disaggregated into three main components- Radio Unit
(RU), Distributed Unit (DU), and Centralized Unit (CU). These
disaggregated components can be placed in different geograph-
ical locations, leading to a higher flexibility and efficiency in
RAN. However, such disaggregation makes the placement of
baseband functions challenging due to the constraints imposed
by the requirements of network slices, baseband functions,
limited capacity in processing nodes and transport links, etc. It
becomes even more challenging when slices of multiple tenants
have different isolation requirements regarding the baseband
functions. In this work, we address the problem of resource-
efficient baseband function placement for multi-tenant slices in
5G Open RAN (O-RAN). We formulate the problem as an
Integer Linear Programming (ILP) based optimization model
to minimize the cost of processing and bandwidth resources. We
consider the various requirements of delay, data rate, and sharing
policies of multi-tenant slices, as well as limited resource capacity
in the network while placing the functions. We perform extensive
simulations to analyze the behavior of our model and show that
it incurs lesser cost than baselines while placing the functions
in the network. To deal with the high computational complexity
of ILP, we also propose a low-complexity heuristic algorithm to
achieve reasonable performance in significantly less time.

Index Terms—Baseband function, Multi-tenancy, Network
Slice, Open Radio Access Network.

I. INTRODUCTION

5G and Beyond 5G (B5G) mobile networks are becoming
ubiquitous for providing a broad range of services to a
large number of users. Efficient management of infrastructure
resources is pivotal to bring down the Capital Expenditure
(CAPEX) and Operational Expenditure (OPEX) of 5G Mobile
Network Operators (MNO). In the traditional Radio Access
Network (RAN), all the functions of a base station (also known
as baseband functions) are processed in dedicated hardware at
the cell sites. However, due to temporal load variations, most
of the infrastructure resources remain idle, leading to a higher
cost for the operators. With the introduction of functional split
in RAN, baseband functions can be disaggregated and placed
separately in geographically distributed locations by virtualiz-
ing them. According to Open RAN (O-RAN), a base station
is disaggregated into three main components- a) Radio Unit
(RU), b) Distributed Unit (DU), and c) Centralized Unit (CU).
Each of these components performs specific functionalities
of a base station. Such disaggregation and virtualization help

in increasing the flexibility of the network. However, on the
downside, this makes the placement of baseband functions
challenging due to various constraints imposed by require-
ments of slices, baseband functions, and available capacity in
the network. Besides, multiple tenants need to coexist over the
same infrastructure with different isolation requirements. This
makes the efficient placement of the baseband functions even
more challenging. There are various factors that can influence
the placement of baseband functions, described as follows.

1) The disaggregated functions have different requirements
in terms of delay and data rate. For example, the lower
layer functions have stringent delay and more bandwidth
requirements than higher layer functions [1].

2) 5G and B5G networks will support services with dif-
ferent delay and data-rate requirements, such as a)
enhanced Mobile Broadband (eMBB), b) Ultra Reliable
Low Latency Communication (URLLC), and c) massive
Machine Type Communication (mMTC). While placing
baseband functions of a specific slice type, we must
ensure its requirements are fulfilled.

3) Slices of different tenants can have different isolation
requirements that must be taken care of during the
placement of the baseband functions.

4) The capacity of processing nodes and transport links in
different locations is limited. So, all deployment options
for baseband functions may not be feasible.

Recently, some of the works have considered baseband
function placement [2]–[5] in 5G RAN. However, only a
few of them consider all these factors together. Most of the
previous works do not consider different delay requirements of
slices. Moreover, only a few works consider different isolation
requirements of multi-tenant slices [6], [7]. In this paper, we
consider all the above-mentioned factors for the cost-efficient
placement of baseband functions. The main contributions of
this work are as follows:

• We design an Integer Linear Program (ILP) based op-
timization model for placing the virtualized baseband
functions (CU and DU) of multi-tenant 5G O-RAN slices
to minimize their deployment cost. While placing the
functions we consider the delay, data rate, and isolation
requirement of baseband functions as well as different
slices, availability of processing and transport resources,
their respective costs, etc.



• We compare the results of our proposed solution with
baseline approaches and show its efficiency in providing
a cost-efficient baseband function placement solution.

• To deal with the high complexity of the optimization
model, we propose a polynomial time heuristic algorithm
for solving the problem.

II. RELATED WORKS

Some of the research works that consider baseband function
placement in O-RAN are as follows. In [8], the authors
propose a gradient-based strategy for minimizing the delay of
baseband function placement in O-RAN. In [9], the authors
propose an MILP and a heuristic solution to maximize the
user admittance ratio by properly placing the O-RAN baseband
functions. In [10], the authors present an orchestration frame-
work to provide practical solutions for challenges in O-RAN
such as meeting different intents of network operators using
data-driven algorithms. In [11], the authors propose a two-
level RAN slicing approach for allocating the communication
and computation resources in O-RAN. Authors of [12] address
the service allocation scheduling (SAS) problem by proposing
various algorithms for slices in O-RAN. In [13], the authors
propose a Reinforcement Learning (RL) based solution to
place the VNFs in O-RAN to minimize downtime in the
network. Authors of [14], [15] propose an RL-based solution
for selecting functional split for slices in the O-RAN to
minimize energy consumption. In [16], the authors propose
a heuristic and MILP-based solution for deploying O-RAN
slices.

However, the above mentioned works don’t consider all
the factors mentioned in section I. Such as, very few works
consider isolation requirement of multi-tenant slices [6], [7]. In
this work, we propose an ILP and a heuristic that considers the
requirements of baseband functions, different types of slices,
their sharing policies, capacity constraints of processing nodes
and midhaul links to minimize the deployment cost of slices.

III. SYSTEM MODEL

A base station performs a series of functions known as
baseband functions. Leveraging different functional splits, the
Open RAN (O-RAN) alliance has disaggregated a 5G base
station into three main components: a) Radio Unit (RU),
b) Distributed Unit (DU), and c) Centralized Unit (CU).
RU processes the lower physical layer (Low-PHY) and has
antennas for the transmission and reception of radio signals.
The locations of RUs are fixed, and they also denote the cell
sites. The DU performs higher Physical layer (High-PHY),
Medium Access Control (MAC) layer, and Radio Link Control
(RLC) layer. The CU performs upper-layer functionalities,
namely Radio Resource Control (RRC) layer and Physical
Data Convergence Protocol (PDCP) layer.

We consider a hybrid cloud architecture (shown in Fig. 1) as
our system model, which conforms to the O-RAN deployment
scenario [17]. Multiple RUs are connected to their correspond-
ing edge clouds and the edge clouds are further connected to
the regional cloud. The links between a RU and an edge cloud,

Fig. 1. RAN System Model.

between an edge cloud and the regional cloud, and between
the regional cloud and core network are known as fronthaul,
midhaul, and backhaul, respectively. The edge clouds and the
regional cloud consist of multiple processing nodes where the
CUs and DUs can be placed as Virtualized Network Functions
(VNF) in different Virtual Machines (VM) [18]. As the DUs
have high data rate and low latency requirements, they are
placed at the edge. The CUs, on the other hand, have relaxed
latency and data requirements and hence they can be placed
either in the edge cloud or in the regional cloud as long as the
requirements of the slices are met [19].

IV. PROBLEM FORMULATION

In this section, we propose an Integer linear programming
(ILP) based optimization model for cost-efficient placement of
virtualized baseband functions (CU and DU) for multi-tenant
O-RAN slices. The notations used in the formulation are listed
in Table I.

1) Decision Variables: We consider the following decision
variables in our formulation.
(i) Binary variable xmsf denotes if slice s uses VM m
for processing its function f or not.
(ii) Binary variable yvm denotes if VM m runs VNF v
or not.
(iii) Binary variable zm denotes if VM m is being used
for processing any function or not.

2) Objective Function: The objective of this optimization
model is to minimize the total cost of baseband function
placement. We consider the following costs for calculat-
ing the total cost.
(i) Cost of using a VM: This is the operational cost of
an active VM which is defined as,

Cn =
∑
m∈M

zmcm (1)

, where cm is the cost of using VM m.
(ii) Cost of routing the traffic: The cost of routing the
traffic in the midhaul for placing the baseband functions
in regional cloud is expressed as follows,

Cr =
∑

m∈RM

∑
s∈S

∑
f∈F

xmsf trsct (2)



where trs denotes the traffic requirement of slice s and
ct is the cost of routing unit traffic in the midhaul. All
the costs are expressed in any Monetary Unit (MU).
The total cost is expressed as,

Cost = Cn + Cr (3)

Hence, the objective is finally expressed as,

Minimize : Cost (4)

3) Constraints: The constraints for the proposed optimiza-
tion model are described as follows.
a) Capacity constraint of processing nodes: The total
processing done in any VM should not exceed the
maximum capacity of the VM.∑

s∈S

∑
f∈F

xmsfdsf ≤ Γm,∀m ∈M (5)

where dsf denote the processing requirement of function
f of slice s.
b) Capacity constraint of transport links: Total traffic
routed through a midhaul link should not exceed the
capacity of that link.∑

s∈S

∑
m∈RM

xms1ηsetrs ≤ Ke,∀e ∈ EC (6)

where ηse denotes if slice s belongs to edge e.
c) If any slice uses VM m for processing its function
then m is considered to be activated.

zm ≥ xmsf ,∀m ∈M,∀s ∈ S, ∀f ∈ F (7)

d) Each function of a slice can be placed on only one
VM that it has a link to connect.∑

m∈M

xmsf = 1,∀s ∈ S, ∀f ∈ F (8)

∑
m∈M

xmsfψsm = 1,∀s ∈ S, ∀f ∈ F (9)

e) Each VM can run only one type of VNF.∑
v∈V

ymv ≤ 1,∀m ∈M (10)

f) A function can be placed in a VM if its type matches
the VNF running in that VM.

ymv ≥ xmsf t
v
sf ,

∀s ∈ S,∀f ∈ F,∀m ∈M,∀v ∈ V
(11)

g) All functions placed in a VM should be of the tenants
that agree to share with each other.

xmsfx
m
s′f ′ ≤ compss′ ,

∀m ∈M,∀s, s′ ̸= s ∈ S, ∀f, f ′ ∈ F
(12)

The quadratic term in this equation can be linearized as
both xmsf and xms′f ′ are binary.

TABLE I
NOTATION AND DESCRIPTION

Notation Description
Γm Capacity of VM m
RM Set of VMs in regional cloud
EM Set of VMs in edge cloud
EC Set of edge clouds
RU Set of Radio Units
F Set of baseband functions
S Set of all slices
V Set of VNFs
M Set of all VMs
ηse Adjacency matrix of an edge cloud and a slice
ψsm Adjacency matrix of slice s and VM m
dsf Processing requirement of function f of slice s
δs Delay budget of slice s

lates Delay of midhaul link of edge where slice s belongs
tvsf Function f of slice s is of VNF type v or not

comps,s′ Tenants of s and s′ agree to share function or not
Ke Capacity of midhaul link of edge e.

h) The DU of each slice must be placed in the edge
cloud. ∑

m∈RM

xms0 = 0,∀s ∈ S (13)

i) The delay of a midhaul link used by a slice for placing
its CU in the regional cloud must not exceed the delay
requirement of the slice.

xms1lates ≤ δs,∀s ∈ S,∀m ∈ RM (14)

V. PROPOSED HEURISTIC

Solving an ILP can be time-consuming for large-scale sce-
narios [20]. To tackle the scalability issue of ILP, in this section
we propose a heuristic algorithm (shown in Algorithm 1).
We consider the following factors for designing the heuristic.
Energy consumed by active processing nodes incurs a higher
cost than routing [21]. Hence, in the heuristic, we mainly
focus on minimizing the cost of using Virtual Machines (VM).
Moreover, a VM in the regional cloud is connected to more
RUs than a VM in the edge cloud. Therefore, a VM in the
regional cloud can provide a higher level of consolidation.
However, as discussed in Section I, the DUs are always placed
in the edge cloud, and the CUs of the delay-sensitive slices are
also placed in the edge cloud. As a result, some VMs in the
edge cloud must be activated to serve them. We try to utilize
these activated VMs at the edge as much as possible so that
a VM in the regional cloud is not activated unnecessarily. We
assume enough capacity exists to serve all slices, and the cost
of using a VM in the regional cloud is less than or equal to
using a VM in the edge cloud [21].

We sort the slices based on their processing requirements.
We first consider the delay-sensitive functions (DUs and CUs
of delay-sensitive slices) for their placement. The reason for
considering the delay-sensitive functions first (Lines 2-8 of
Algorithm 1) is to use fewer VMs in the edge cloud. We follow
the first-fit strategy while selecting a VM and check if it is



Algorithm 1: Proposed Heuristic Solution
Data: Slices with their load, type, origin, and available

network capacity.
Result: Baseband function placement for RAN slices

1 S′ ← Sort(S) // Sort slices based on data
rate requirements in decreasing order

/* Part 1: Find the set of edge servers to
be activated EM′

*/
2 EM′ = ϕ// Initialize EM′

3 foreach slice s in S′ do
4 foreach delay sensitive function of s do
5 foreach VM m in EM do
6 a. Check if the VM can support the function

regarding capacity, type and isolation
requirements.

7 b. If found, place the function and update
residual capacity and break.

8 c. If not found, activate another VM m, place
the function in a new VNF in that server and
add m to EM′, update residual capacity and
break.

/* Part 2: Find the set of activated
servers in regional cloud RM′

*/
9 RM′ = ϕ// Initialize RM′

10 foreach slice s in S′ do
11 foreach VM m in EM′ do
12 Repeat Line 6-8

// If not placed
13 foreach VM m in RM do
14 Repeat Line 6-7
15 c. If not found, activate use another VM m, place

the function there and add m to RM′, update
residual capacity and break.

already in use and can support the current function regarding
its VNF type, capacity, and isolation requirements. If such a
VM is found, we place the function in that VM. Otherwise,
we activate another VM, which can support the requirements
of the function. At the end of this step, we get the set of VMs
in the edge clouds EM′ that need to be activated.

Next, we place the remaining functions (CUs of delay-
tolerant slices) shown in Lines 9-16. For this, we first check the
set of active VMs in the edge cloud (EM′ from the previous
step) if any of them can support the current function according
to its requirements. This ensures that the active VMs at the
edge are utilized as much as possible to prevent unnecessary
activation of VMs in the regional cloud, eventually minimizing
the objective function (Equation 4). If no active VM in the
edge cloud can accommodate the current function, then a VM
in the regional cloud is used. We check if any active VM
in the regional cloud can accommodate the current function
according to its VNF type and requirements. If such a VM is
found, it is placed there. Otherwise, a new VM is activated
in the regional cloud. After these two steps, we get the set of
VMs in the edge and regional cloud i.e. EM′ and RM′, which
will be used for placing the baseband functions.

The time complexity of the algorithm is O(|S|log|S|) +
O(|S| ∗ |F | ∗ |M |), where S is the set of network slices, F is
the set of baseband functions and M is the set of VMs in the

TABLE II
SIMULATION PARAMETERS

Simulation Parameters Description
Number of edge clouds 3
Number of servers 13 servers
Number of server in regional cloud 4
Number of servers in each edge cloud 9
Number of VMs 65
Number of VMs in regional cloud 20
Number of VMs in each edge cloud 45
Number of tenants 4
Slice-type eMBB and URLLC
URLLC data rate 40-50 Mbps
eMBB data rate 80-100 Mbps
URLLC and eMBB Delay 1 & 10 ms
Midhaul link delay 2-10 ms
Number of slices 12-60 slices
Server capacity 2000 GOPS
VM Capacity 400 GOPS
Normalized cost of using a VM 1 MU per VM
Normalized cost of bandwidth usage 0.0001 MU per Mbps

edge and regional cloud.

VI. SIMULATION AND RESULTS

The simulation parameters are shown in Table II. The
network consists of 3 edge clouds and a regional cloud with 13
servers where 65 VMs are deployed. Four tenants exist in the
network and slices of each tenant have different requirements
of delay, data rate, and isolation. Two types of slices are there
in the network- eMBB and URLLC. Slices of Tenant 1 and 2
are URLLC type and others are eMBB type. The server capac-
ity is 2000 Gigabit Operations Per Seconds (GOPS) and the
VM capacity is 400 GOPS. Considering 2x2 MIMO RUs with
20MHz bandwidth the processing and bandwidth requirements
are approximated with the help of [22], [23]. The normalized
cost for using a VM and bandwidth consumption per Mbps is
considered to be 1 MU and 0.0001 MU, respectively. We run
all simulations for 10 randomly generated input instances and
report the results.

We consider the following baseline strategies to compare
our proposed optimization model (Proposed-Opt).

• All-Edge: Baseband functions of all slices are placed in
the edge cloud.

• Fixed-O-RAN: It follows fixed CU-DU deployment strat-
egy. i.e., where both baseband functions of URLLC slices
are placed at the edge clouds and the CUs of eMBB slices
are always placed in the regional cloud [24].

We consider VNF sharing for both the baselines and that there
are enough resources in the network to support all slices with
different deployment options.

A. Comparison of baseline strategies

In this section, we compare the performance of the proposed
optimization model with baselines. For this simulation we
consider tenants 1 and 3 share their functions and tenants 2 and
4 agree to share their functions. From Fig. 2, we can observe
that Fixed-O-RAN does not consider the underutilized VMs
in the edge. Hence, it unnecessarily uses some VMs in the



(a) Total cost (b) Used VMs (c) Midhaul bandwidth consumption
Fig. 2. Comparison of different baselines

(a) Total cost (b) Used VMs (c) Midhaul bandwidth (in Mbps)
Fig. 3. Comparison of different sharing policies

regional cloud, leading to higher costs. All-Edge places all the
functions in the edge cloud. Hence, it does not use VMs in
the regional cloud, which can provide a higher consolidation.
As a result, it incurs higher costs by activating more VMs
in the edge cloud. On the other hand, the proposed model
places the functions of different slices in such a way that the
overall cost is minimized. On average, the proposed model
incurs around 6% and 10% lesser cost than All-Edge and
Fixed-O-RAN, respectively. Fig. 2b shows the total number of
activated VMs in the edge and regional cloud for all strategies,
which verifies the cost shown in Fig. 2a. In Fig. 2c, we
observe the midhaul bandwidth consumption in the network.
As Fixed-O-RAN always places the CUs of eMBB slices in the
regional cloud, it generates the highest amount of traffic in the
midhaul. Whereas All-Edge places all functions in the edge,
due to which it does not consume any midhaul bandwidth.
The proposed model consumes some midhaul bandwidth as it
places the functions in a way to minimize their deployment
cost.

B. Impact of different sharing policies

In this simulation, we consider different sharing policies
among slices of four different tenants and observe the behavior
of the proposed optimization model. We observe the result
for the two extreme scenarios- a) No-sharing is considered
among tenants, and b) All-sharing, where all the tenants trust
each other. We also consider when only some of the tenants
agree/disagree to share their baseband functions (Option 1 and

2). From Fig. 3, we can observe that in the case of All-Sharing,
the total cost is minimum in the network as VNFs of all the
tenants can be shared. On the other hand, in the case of No-
sharing, it incurs the highest amount of cost as it activates more
VMs due to the isolation constraint from different tenants. In
other instances where some tenants trust other specific tenants
to share their VNFs, the cost is between the two extremes.
This is because it can allow the usage of fewer VMs in the
network by sharing some of the VNFs. In a real deployment
scenario, slices of multiple tenants may have different types
of isolation requirements. Hence, this should be kept in check
while deciding the mapping of the functions in the network.
Fig. 3b and Fig. 3c show the number of used VMs in the edge
and regional cloud and the midhaul bandwidth consumption,
respectively, which also describes the cost shown in Fig. 3a.

C. Comparison with the heuristic

In this section, we analyze the performance of our proposed
heuristic algorithm. Fig. 4 shows the comparison between
the optimization model and the heuristic. We observe that
the heuristic algorithm performs comparably with the ILP
in case of less number of slices in the network (Fig. 4a).
As the number of slices increases, the optimization model
outperforms the heuristic. However, in Fig. 5, we can see that
the optimization model takes exponential time as the input size
increases. On the other hand, the heuristic takes significantly
less time as the number of slices increases, making it suitable
in large-scale deployment scenarios.



(a) Total Cost (b) Used VMs (c) Midhaul bandiwdth consumption (in Mbps)
Fig. 4. Comparison of heuristic and the optimal

Fig. 5. Comparison of heuristic and the optimal.

VII. CONCLUSION AND FUTURE WORK

In this paper, we address the problem of placing baseband
functions (CU and DU) for 5G multi-tenant O-RAN slices to
minimize processing and bandwidth costs, considering delay,
data rate requirements, tenant isolation, and network capacity
limitations. We present an Integer Linear Programming (ILP)
model, comparing its performance with baseline strategies. To
handle the complexity of ILP, we propose a heuristic-based
solution for large-scale scenarios. Simulations demonstrate
the efficiency of our approach in achieving cost-efficient
placements for baseband functions. Moreover the heuristic can
efficiently place the functions in a reasonable time frame. Our
future work will involve exploring machine learning (ML)-
based solutions to handle diverse tenant requirements and
implementing them in an experimental testbed.
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